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DISCLAIMER

The content presented in this talk is intended solely for the purpose of sharing
knowledge and insights. It does not represent the views, opinions, or interests of any

of my current or past employers.
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~S whoami

user: {name: aji_arya, role: cloud architect}
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active buffs: [“coa”, “cka”, “rhca_iii”]

main_quests: [“building cloud”, “maintaining_cloud”, “fix_cloud issues™]

side_quests: [“gym”, “content_creating”]

Instagram: @ajilaryaa



Introduction

What is Ceph Storage?

Why Upgrade Ceph?




Challenge of Ceph Upgrades

e Downtime
e Upgrade Failure
e Deprecated Components:
o Operating System End-of-Life
o MON (LevelDB =» ROCKSDB) Leveins deprecated in quincy 17.2.x Release (Release Note)

O OSD (F'IQStore -) B|U€S’[OI‘€) FileStore deprecated in Reef 18.2.x Release (Release Note)


https://ceph.io/en/news/blog/2022/v17-2-0-quincy-released/
https://docs.ceph.com/en/latest/releases/reef/#highlights

Ceph Checklist

W Exercise Ceph Upgrades on Test Environment
W Automates the Upgrade Process

W Check Compatibility Matrix

¥ Write Documentation

W Prepare Validation Checklist



Simplifying Ceph Upgrades

+ Upgrade Ceph Package (Read Here)

| ; - Upgrade Operating System
n. -- + Migrate OSD FileStore =» BlueStore (Read Here)
| + Containerize Ceph (Read Here)
Migrate MON LevelDB -» RocksDB (Read on the next slide)
+ Upgrade Ceph Container (Read Here)



https://blog.ajiarya.id/posts/ceph/cara-upgrade-ceph-cluster-ceph-deploy/
https://blog.ajiarya.id/posts/ceph/cara-migrasi-filestore-ke-blustore/
https://blog.ajiarya.id/posts/ceph/cara-migrasi-ceph-daemon-ke-cephadm/
https://blog.ajiarya.id/posts/ceph/cara-upgrade-cluster-cephadm/

Arc 1 - The Dark Void
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Ceph Upgrades Map (Arc 1: The Dark Void)

Systemd -» Container OSD: FileStore = BlueStore

cephadm can only manage Ceph OSD with BlueStore (read Here)



https://docs.ceph.com/en/octopus/cephadm/adoption/#limitations

ightenment
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Ceph Upgrades Map (Arc 2: The Enlightenment)

Ubuntu 20.04 LTS Ubuntu 20.04 LTS Ubuntu 22.04 LTS Ubuntu 22.04 LTS

Ceph 16.2.X Ceph 17.2.X Ceph 17.2.X Ceph 18.2.X
MON: LevelDB = RocksDB

Ubuntu 24.04 LTS Ubuntu 22.04 LTS

Ceph 19.2.X Ceph 19.2.X

OPENINFRA INDONESIA DAYS 2025




Key Takeaways

%< Execute Thorough Preparation
g3 Implement Automation Efficiently

@_ Ensure Rigorous Validation




Migrate MON LevelDB =» RocksDB

n u

Scenario: 3 x Ceph Mon [“mon01”,
Steps:
1. Destroy mon03

mon02”, “mon03”]

ceph orch apply mon "mon01,mon02"

2. Wait mon03 removed then recreate mon03 and destroy mon02

ceph orch apply mon "mon01,mon03"

3. Wait mon03 removed then recreate mon02 and destroy monQ01

ceph orch apply mon "mon02,mon03"

4. Wait mon01 removed then recreate monO1

ceph orch apply mon "mon01,mon02,mon03"

# Verify: cat /var/lib/ceph/<UUID>/mon.<hostname>/kv_ backend

OPENINFRA INDONESIA DAYS 2025
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Resources

« Upgrade Ceph via Package Upgrade (read Here)
« Migrate OSD FileStore =» BlueStore (read Here)

« Containerize Ceph (read Here)

« Migrate MON LevelDB =» RocksDB (read on the next slide)

« Upgrade Ceph via Cephadm (read Here)



https://blog.ajiarya.id/posts/ceph/cara-upgrade-ceph-cluster-ceph-deploy/
https://blog.ajiarya.id/posts/ceph/cara-migrasi-filestore-ke-blustore/
https://blog.ajiarya.id/posts/ceph/cara-migrasi-ceph-daemon-ke-cephadm/
https://blog.ajiarya.id/posts/ceph/cara-upgrade-cluster-cephadm/
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THANK YOU
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